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RESUMEN

Este articulo analiza el impacto de la Inteligencia Artificial (IA) en la ensefianza de la metodologia de investigacién. . Si bien la IA ofrece
mejoras notables en eficiencia y escalabilidad en todas las fases de la investigacion (revision literaria, analisis de datos, redaccién), el
analisis revela riesgos profundos como sesgos algoritmicos, erosién del pensamiento critico, opacidad de los sistemas ("caja negra") y
la potencial marginacion de epistemologias no occidentales. Frente a estos desafios, frente a esto, se rechaza el determinismo
tecnoldgico y se propone una integracién centrada en lo humano. La conclusién subraya que el verdadero potencial de la IA no esta
en reemplazar, sino ahorrar tiempo liberando al investigador de tareas rutinarias para potenciar su labor critica y creativa. Para ello, se
requiere una formacion docente en "criticalidad digital", politicas institucionales que alineen los incentivos y un marco ético ampliado
que trascienda lo individual para abordar dimensiones estructurales y de gobernanza, asegurando que la tecnologia sirva a los valores
pedagdgicos fundamentales.

Palabras clave: Metodologia de la Investigacion, Inteligencia Artificial, Sesgo algoritmico, Ensefianza, impacto IA.

Artificial Intelligence in Research: Critical Rethinking of the Teaching of Research Methodology

ABSTRACT

This article provides a critical analysis of the impact of Artificial Intelligence (Al) on teaching research methodology. It identifies a
significant gap between high student adoption and low integration by faculty. While Al offers notable gains in efficiency and scalability
across all research phases (literature review, data analysis, writing), the analysis reveals profound risks such as algorithmic biases,
erosion of critical thinking, opacity of systems ("black box"), and the potential marginalization of non-Western epistemologies.In the face
of these challenges, technological determinism is rejected in favor of a human-centered integration. The conclusion emphasizes that
Al's true potential lies not in replacement but in freeing the researcher from routine tasks to save time to enhance their critical and
creative work. Achieving this requires teacher training in "digital criticality," institutional policies that align incentives, and an expanded
ethical framework that transcends the individual to address structural and governance dimensions, ensuring that technology serves
fundamental pedagogical values.

Keywords: Research Methodology, Artificial Intelligence, Algorithmic Bias, Teaching, |A impact.

Introduccion

La inteligencia artificial (IA) constituye actualmente una fuerza disruptiva en la educacion superior, reconfigurando los
procesos de ensefianza-aprendizaje y la gestion educativa. Esta transformacion trasciende la mera adopcion tecnologica,
representando una evolucion hacia modelos educativos mas personalizados, eficientes y accesibles (Chassignol et al., 2018). Por lo
antes dicho se puede afirmar que la ensefianza de la metodologia de investigacion, histéricamente anclada en enfoques tradicionales
centrados en el instructor, se encuentra en un proceso de reconceptualizacion profunda impulsada por los grande avances tecnologicos
Las evidencias mas recientes demuestran una adopcion acelerada pero desigual. Estudios globales indican que el 86% de los
estudiantes utiliza 1A en sus estudios, con un 54% usandola semanalmente (Kelly, 2024). Esta alta adopcion estudiantil contrasta
marcadamente con la del profesorado, donde solo el 61% ha utilizado 1A en la ensefianza y, de ellos, el 88% lo hace minimamente
(DEC Digital Education Council's 2025 Global Al Faculty Survey). Esta brecha representa no solo una diferencia cuantitativa, sino un
desafio cualitativo para la integracion efectiva de estas tecnologias.

Este articulo busca avanzar mas alla del analisis descriptivo mediante un examen critico de la transformacién en la ensefianza
de la metodologia de investigacion impulsada por IA. Se examina la evolucion desde modelos tradicionales, se presentan aplicaciones
practicas y herramientas, se discuten beneficios y desafios documentados, y se propone un marco de competencias docentes y
consideraciones éticas. Se incorpora especialmente una perspectiva critica que contrasta las afirmaciones de la literatura fuente con
literatura internacional reciente, enriqueciendo el andlisis con fuentes académicas adicionales y cuestionando narrativas
tecnolégicamente deterministas.
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Metodologia

Este estudio emplea una metodologia de investigacién documental critica basada en el analisis y la sintesis de fuentes
secundarias con perspectiva evaluativa. Se realizé una revisién de literatura académica, informes institucionales, estudios de caso y
articulos cientificos publicados entre 2020 y 2025, con especial atencién a publicaciones de 2024-2025 que capturen los desarrollos
mas recientes.

La busqueda se realizé con herramientas de IA (Gemini, Elicit, Perplexity, DeepSeek), en motores de bisqueda académica
(Google Scholar, ERIC) y bases de datos (Scopus, Web of Science), utilizando términos clave en espafiol e inglés tales como
ensefianza, metodologia de la investigacion, impacto de la 1A, entre otras. El andlisis se estructurd alrededor de dimensiones tematicas
emergentes, incorporando especificamente perspectivas criticas que cuestionan suposiciones predominantes en la literatura sobre 1A
educativa.

Ademas de las fuentes del documento original, se incorpor6 deliberadamente literatura que ofrece contrapuntos criticos,
incluyendo a Zawacki-Richter et al. (2019) sobre la brecha entre promesa y realidad en IA educativa, Crompton y Burke (2023) sobre
la necesidad de contextualizar marcos de competencia docente, y las directrices éticas de la Comisién Europea (2020) que amplian la
discusion mas alla del ambito individual hacia la gobernanza institucional.

Del Optimismo Tecnolégico a la Criticalidad

La literatura sobre IA en educacion superior ha evolucionado desde un inicial optimismo tecnolégico hacia posturas méas
matizadas y criticas. Los usuarios iniciales destacan principalmente beneficios en personalizacion y eficiencia (Chassignol et al., 2018),
pero investigaciones mas recientes revelan complejidades no anticipadas.

Zawacki-Richter et al. (2019), en su revision sistematica de literatura, encontraron que, a pesar de la retdrica predominante,
muchas aplicaciones de IA en educacién superior permanecen en el nivel basico, orientadas principalmente a la automatizacién de
tareas mas que a la transformacion pedagégica profunda. Esta observacion cuestiona narrativas que presentan la |IA como panacea
para desafios educativos complejos.

En el contexto especifico de la metodologia de investigacion, Martinez-Rivera (2024) documenta resistencias significativas
entre investigadores establecidos, quienes perciben herramientas de IA como amenazas al rigor metodoldgico mas que como
facilitadores. Esta tension refleja la necesidad de abordar no solo aspectos técnicos, sino también culturales en la integracion de estas
tecnologias.

La Evolucién de la Ensefianza: Transformacion y Continuidades

El modelo tradicional de ensefianza de metodologia de investigacion efectivamente se caracterizaba por su enfoque didactico
centrado en el instructor, con dependencia de recursos fisicos y validacion humana (Martinez-Rivera, 2024La inteligencia artificial (IA)
tiene el potencial de abordar algunos de los mayores desafios de la educacién actual, innovar las practicas de ensefianza y aprendizaje
y acelerar el progreso hacia el ODS 4. Sin embargo, los rapidos avances tecnoldgicos conllevan inevitablemente mdiltiples riesgos y
desafios, que hasta ahora han superado los debates sobre politicas y los marcos regulatorios. La UNESCO se compromete a apoyar
a los Estados Miembros para que aprovechen el potencial de las tecnologias de IA para el logro de la Agenda de Educacién 2030,
garantizando al mismo tiempo que su aplicacion en los contextos educativos se guie por los principios fundamentales de inclusion y
equidad., (UNESCO, s.f.). la mayoria de los autores como Molina et al. (2023) coinciden que la irrupcion de la A ha redefinido este
panorama mediante la personalizacidn del aprendizaje a escala.

Sin embargo, un analisis critico revela continuidades importantes. La automatizacién de tareas administrativas mediante IA,
(DEC, AP News, 2025) (efectivamente libera tiempo docente, pero no necesariamente se traduce en una mejora pedagogica. Como
advierten Crompton y Burke (2023), en muchos casos la |IA simplemente perpetia modelos pedagdgicos tradicionales con mejor
tecnologia, en lugar de transformarlos sustancialmente.

El concepto de "pedagogia de la IA" emergente requiere precisién conceptual. No basta con que los educadores disefien
experiencias con IA; debe hacerse desde marcos pedagdgicos robustos que eviten el determinismo tecnolégico. La integracion efectiva
requiere, como sugiere la Comision Europea (2020), una aproximacion centrada en el humano donde la tecnologia sirva a valores
educativos fundamentales en lugar de dictar la practica pedagdgica.

Herramientas de IA para la Investigacion: Especializacion y Limitaciones

La creciente especializacion de herramientas de IA para investigacion (Avidnote, Elicit, ChatGPT, DeepSeek, Perplexity)
efectivamente ofrece capacidades antes inimaginables. Sin embargo, un examen critico revela al menos tres limitaciones significativas:

Primero, la mayoria de estas herramientas emergen de contextos anglosajones y economias desarrolladas, potencialmente
incorporan sesgos epistemoldgicos que pueden ser inadecuados para las realidades del Sur Global (Crompton y Burke, 2023).
Segundo, su creciente complejidad crea nuevas barreras de acceso, transformando la "brecha digital" en una "brecha de IA" mas
profunda y potencialmente excluyente. Tercero, como advierten Zawacki-Richter et al. (2019), el enfoque en herramientas especificas
puede ocultar la necesidad de desarrollar competencias fundamentales transferibles mas alla de plataformas particulares.

La implicacién pedagogica es profunda: ensefiar "discernimiento de herramientas de IA" requiere no solo competencia
técnica, sino también conciencia critica sobre los limites, sesgos y contextos de produccion de estas tecnologias.

Aplicaciones en el Proceso Investigativo: Evidencias y Advertencias

La aplicacién de 1A a lo largo del ciclo investigativo ofrece beneficios documentados; sin embargo, el analisis critico identifica
riesgos no suficientemente destacados en la literatura predominante.

En la revision de literatura, herramientas como Elicit, Aithor, Research Rabbit y Litmaps descubren automaticamente
investigaciones relevantes, pero potencialmente crean burbujas epistemoldgicas donde los investigadores ven principalmente literatura
similar a sus intereses existentes, reduciendo la serendipia y el descubrimiento interdisciplinario. En el anélisis de datos, herramientas
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como Julius Al y ATLAS.ti automatizan procesos, pero potencialmente oscurecen la comprension profunda de los supuestos
metodoldgicos, llevando a aplicaciones acriticas.

Estas observaciones coinciden con hallazgos de Zawacki-Richter et al. (2019), quienes advierten que la automatizacién de
procesos investigativos sin comprension profunda puede producir investigadores técnicamente competentes, pero criticamente
limitados.

Desafios Criticos: Mas Alla de la Retérica Prevaleciente

Los desafios en la integracion de IA son bien documentados, pero el anlisis revela dimensiones adicionales:

La brecha de adopcién docente-estudiante refleja no solo falta de formacién, sino una desalineacion fundamental entre
incentivos institucionales y practicas efectivas. Como sefiala Crompton y Burke (2023), muchas instituciones promueven retéricamente
la innovacién con IA, pero recompensan las practicas de ensefianza tradicionales en sus sistemas de promocion y permanencia.

El riesgo de erosion del pensamiento critico, ejemplificado en el caso de la Universidad Ramén Llull, conecta con
preocupaciones mas amplias sobre la "descalificacion profesional" (deskilling) mediante automatizacion. La Comisién Europea (2020)
advierte que la sustitucion de juicio humano por sistemas algoritmicos en educacion requiere salvaguardas robustas.

Las "alucinaciones algoritmicas" representan no solo desafios técnicos, sino epistemoldgicos profundos. Sistemas que
generan respuestas creibles o aparentemente confiables pero incorrectas (IBM, 2023) desafian los mismos fundamentos de validacién
de conocimiento en la academia.

Marco Etico Ampliado: De lo Individual a lo Estructural

La ensefianza de la metodologia de investigaciéon constituye el pilar fundamental para el desarrollo de competencias
cientificas y criticas en los estudiantes. Por lo tanto, se exige un protocolo ético centrado principalmente en el individuo. El analisis
critico sugiere la necesidad de expandir la ética de IA en educacion hacia dimensiones estructurales e institucionales.

Tradicionalmente, los protocolos éticos se han centrado en dimensiones individuales, como la privacidad de los datos del
estudiante, el consentimiento informado o la imparcialidad en las recomendaciones algoritmicas dirigidas a un usuario especifico
(Zawacki-Richter et al., 2019). Si bien estos aspectos son fundamentales, un analisis critico contemporaneo revela que este enfoque
es insuficiente. Se exige, por tanto, la expansion de la ética de la IA hacia dimensiones estructurales e institucionales, construyendo un
marco ético ampliado que examine los sistemas no solo por su impacto en individuos, sino por su integracién y efecto en las estructuras
educativas y la sociedad en su conjunto.

La Comision Europea (2020) enfatiza que la ética de IA en educacién debe abordar no solo el uso individual, sino la
gobernanza institucional, la rendicién de cuentas de los proveedores y la evaluacion de impactos sociales mas amplios. Esto incluye
considerar como los sistemas de |A pueden perpetuar desigualdades estructurales o erosionar la autonomia institucional.

La integracién de la Inteligencia Artificial (IA) en este ambito especifico presenta una doble faceta: como herramienta
pedagdgica (asistentes para disefio experimental, analizadores de datos, sugeridores de marcos teéricos) y como objeto de estudio
critico en si misma (evaluando la calidad, los sesgos y la transparencia de los algoritmos que se proponen usar). Tradicionalmente, los
protocolos éticos para el uso de IA en educacion se han centrado en el individuo (proteccion de datos del alumno, sesgo en una
recomendacion concreta). Sin embargo, este enfoque resulta insuficiente para la ensefianza de la metodologia, donde la ética de la
investigacion es un componente central. Se exige, por tanto, un marco ético ampliado que trascienda lo individual para abordar
dimensiones estructurales, institucionales y epistemoldgicas, asegurando que el uso de la A fortalezca y no erosione los principios
fundamentales de la investigacion cientifica.

De la Herramienta al Sistema: Gobernanza y Responsabilidad Estructural

La ensefianza de la metodologia no puede desvincularse de la infraestructura tecnolégica que la sustenta. Cuando una
institucién adopta una suite de herramientas de IA para la investigacion (p. ej., software de andlisis cualitativo con NLP, plataformas de
gestion bibliografica con 1A, generadores de propuestas, IA generativas), esté integrando un sistema de valores y supuestos inherentes
a esos algoritmos. Un marco ético ampliado, como el sugerido por la Comision Europea (2020), exige que la ética de la IA aborde la
gobernanza institucional y la rendicion de cuentas (accountability) de los proveedores.

Ademas, como destacan Crompton y Burke (2023), los marcos éticos deben ser contextualizados culturalmente en lugar de
simplemente importados de contextos anglosajones. Principios como transparencia y privacidad pueden tener implementaciones
diferentes en diferentes contextos culturales y regulatorios.

Este enfoque estructural y comunitario encuentra sus raices tempranas en la filosofia clasica. La perspectiva ampliada hace
eco del principio fundamental recogido por la escolastica medieval de que el bien comun de la sociedad es superior al bien particular
de cualquier individuo (Bonum commune melius est quam bonum unius). Este axioma de Santo Tomas de Aquino (Suma
Teoldgica,1947), trasciende la mera ética del uso para exigir una gobernanza deliberativa de la tecnologia. Asi, la implementacién de
sistemas de IA en la investigacion y en el método debe ser juzgada no solo por su utilidad pedagégica individual, sino por su contribucién
al bonum commune del ambito académico-investigativo, prioritizando la equidad estructural, la integridad epistemologica y el
florecimiento humano colectivo por sobre las ganancias de eficiencia o los intereses comerciales particulares.

Competencias Docentes: Hacia una Ciriticalidad Digital

Los marcos de competencia docente en |A, como el de la UNESCO (2024), representan avances importantes, pero requieren
compromiso critico. El andlisis sugiere dos ampliaciones necesarias:

Primero, las competencias deben incluir no solo habilidad para usar herramientas de IA, sino capacidad para evaluar sus
limitaciones, sesgos y adecuacion cultural (Crompton & Burke, 2023). Segundo, la preparacion docente debe ir mas alla de los talleres
técnicos hacia comunidades de practica donde los educadores colaborativamente desarrollen pedagogias apropiadas para sus
contextos especificos.
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El concepto de "Al-TPACK" necesita expansién para incluir dimensiones éticas y criticas. No basta integrar conocimiento
tecnoldgico, pedagégico y de contenido; se debe integrar ademas conocimiento critico que cuestione suposiciones e impactos de estas
tecnologias.

Enfoques Tradicional y Asistido por Inteligencia Artificial

La integracion de la Inteligencia Artificial (IA) en el panorama investigativo esta transformando los procesos metodolégicos
en diversas disciplinas. Este articulo realiza un andlisis comparativo entre la metodologia de investigacion tradicional y el paradigma
emergente asistido por IA. Mediante un examen fase por fase —desde la revision de literatura hasta el analisis de datos y la
diseminacion— se identifican mejoras significativas en eficiencia, escalabilidad y profundidad analitica ofrecidas por las herramientas
de IA. Sin embargo, el analisis también subraya desafios criticos, incluyendo el sesgo algoritmico, el problema de la "caja negra" y el
posible desuso de ciertas habilidades y conocimientos (deskilling) de los investigadores. Se argumenta que el enfoque metodolégico
mas robusto no es de reemplazo, sino de una integracion sinérgica, donde la IA aumenta el pensamiento critico humano, la creatividad
y la supervision ética, en lugar de suplantarlos.

El proceso metodologico de investigacion, una secuencia sistematica de pasos disefiada para garantizar validez, confiabilidad
y objetividad, ha permanecido como una piedra angular del progreso cientifico. Tradicionalmente, este proceso ha sido intensamente
antropocéntrico, basandose en las capacidades analiticas, la experticia y el trabajo intensivo en tiempo del investigador. El advenimiento
de herramientas sofisticadas de IA —incluyendo modelos de lenguaje de gran escala (LLMs), software de analisis de datos
automatizado y mapeo de literatura potenciado por IA— promete un cambio de paradigma. En términos generales, el proceso se realiza
siguiendo las siguientes fases:

Fase 1: Definicion del problema y revision de literatura y desarrollo del marco teérico

En un proceso iterativo de definir el problema a investigar, se llega al proceso tradicional (Sin |A): el investigador busca
manualmente en bibliotecas digitales (p. €j., Scopus, Web of Science) usando palabras clave. El proceso de cribar titulos, resimenes
y finalmente textos completos es lento y susceptible a la fatiga humana, pudiendo omitir estudios relevantes. Identificar vacios y
conexiones entre miles de articulos es un desafio cognitivo limitado por el ancho de banda humano.

Proceso Asistido por IA (Con IA): Herramientas potenciadas por IA como Elicit, Scopus Al o Research Rabbit pueden procesar
vastos volimenes de literatura a velocidades sin precedentes. Estos sistemas pueden:

Identificar articulos seminales y tendencias emergentes basandose en similitud semantica, no solo en coincidencia de
palabras clave.

Resumir hallazgos clave de multiples articulos simultdneamente.

Visualizar redes de investigacion e identificar vacios en la literatura existente automaticamente.

Desde una perspectiva latinoamericana, "La automatizacién de la revisién bibliogréfica mediante IA no debe leerse solo como
ganancia de eficiencia, sino como una potencial reconfiguracion de los circuitos hegemdnicos de produccidn de conocimiento. El riesgo
de que los algoritmos invisibilicen aun mas epistemologias del Sur Global es real y exige una vigilancia critica activa" (Cardenas &
Arango, 2022, p. 8).

Fase 2: Disefio de la Investigacion y Recoleccion de Datos

Proceso Tradicional: El disefio es meticulosamente elaborado por el investigador, quien también desarrolla los instrumentos
(e.g., encuestas, protocolos de entrevista). La recoleccion de datos es usualmente manual (e.g., realizar entrevistas, distribuir
encuestas) y puede ser un cuello de botella mayor.

Proceso Asistido por IA: La IA puede sugerir disefios metodolégicos robustos analizando estudios exitosos en el campo. Para
la recoleccion de datos, la IA permite:

Desarrollo y validacion de instrumentos: Los LLMs pueden ayudar a redactar y refinar preguntas de encuestas.

Recoleccion de datos a gran escala: Bots de busqueda o "web scraping" pueden recolectar vastos conjuntos de datos desde
plataformas online publicas. (método automatizado para obtener datos del sitio utilizando software programado o "robots") que imitan
la navegacién de las personas para recopilar informacion de las paginas de codigo HTML. Esta técnica permite recopilar grandes
cantidades de informacion de manera rapida y eficiente y se utiliza en una variedad de areas, como andlisis de precios, encuestas de
mercado, monitoreo de noticias y generacion potencial de clientes.

Simulacién: La IA puede generar datos sintéticos para probar hipdtesis 0 modelos donde los datos reales son escasos 0
sensibles.

Sin embargo, la ética de la recoleccién de datos se vuelve mas compleja. Como advierte la Comision Europea (2020), es
crucial garantizar que "los datos utilizados para entrenar los sistemas de IA sean veraces, representativos y no contengan sesgos
injustos" (p. 16). Esta preocupacion es amplificada en contextos periféricos. Santos (2018), por ejemplo, alerta sobre el "epistemicidio"
que puede ocurrir si los sistemas de IA, entrenados predominantemente con datos del Norte Global, ignoren o invalidan
sistematicamente las formas de saber y los datos producidos en el Sur, perpetuando asi modelos coloniales en la era digital (p. 132).
Entendido como la destruccidn sistematica, devaluacion o silenciamiento de un sistema de conocimiento.

Fase 3: Andlisis e Interpretacion de Datos

Proceso Tradicional: El analisis se conduce usando software estadistico (e.g., SPSS, R) con el investigador definiendo cada
prueba y modelo. El analisis cualitativo involucra codificacion manual, que consume tiempo y puede sufrir de deriva del codificador.

Proceso Asistido por IA: Aqui es donde el impacto de la IA es mas profundo.

Andlisis Cuantitativo: La IA puede ejecutar comparaciones de modelos complejos, identificar patrones no lineales y realizar
analisis predictivo con minima direccién humana.
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Analisis Cualitativo: Los algoritmos de Procesamiento de Lenguaje Natural (NLP) pueden codificar volimenes masivos de
transcripciones de entrevistas de texto o respuestas abiertas en minutos, identificando temas y sentimiento con alta consistencia.

El desafio critico es la interpretacion. La IA puede identificar correlaciones, pero no puede entender significado o contexto.
Como advierten Bender et al. (2021), los sistemas de |A son "loros estocasticos" que manipulan la forma sin entender la sustancia. El
rol del investigador cambia de hacer el andlisis a interpretar y validar el output de la IA, una tarea que requiere un profundo conocimiento
metodoldgico para evitar confundir correlacion con causalidad. Este punto es crucial en entornos donde la contextualizacion cultural es
vital.

Fase 4: Redaccion y Divulgacion de Resultados

Proceso Tradicional: El investigador escribe el manuscrito solo o colaborativamente, un proceso que requiere un esfuerzo
significativo en estructurar argumentos y articular hallazgos claramente.

Proceso Asistido por IA: Los LLMs como GPT-4 pueden asistir en redactar secciones de un articulo, traducir texto, mejorar
la gramatica y asegurar un tono consistente. También pueden sugerir revistas relevantes basadas en el contenido del manuscrito. El
riesgo aqui es la potencial homogeneizacién de los estilos de escritura y la adopcién acritica de texto generado por IA, que puede
contener errores 0 alucinaciones (Spinak, 2023).

Tiempos de Ejecucion en Proyectos de Investigacion

El ciclo de vida de un proyecto de investigacion es, por naturaleza, intensivo en tiempo y recursos. Factores como la inmensa
cantidad de informacion cientifica, la complejidad de los analisis de datos y los plazos académicos o de financiacién ejercen una presién
constante sobre los investigadores para optimizar sus procesos. La inteligencia artificial puede mejorar la precision y la velocidad de
los procesos de investigacion cientifica al analizar conjuntos de datos complejos y automatizar ciertas etapas. Las herramientas de 1A
pueden acelerar y optimizar los procesos de investigacion dentro de las instituciones académicas. La adopcién de IA se considera un
catalizador para el descubrimiento y el desarrollo, abordando desafios globales (Cortes, 2024).En este contexto, la Inteligencia Artificial
(IA) emerge no como una panacea, sino como un conjunto de herramientas con el potencial de reconfigurar radicalmente la linea de
tiempo de la investigacion.

Tabla 1
Comparativa de Tiempos Estimados de Ejecucion.

Titulo del Articulo Autores Afo Hallazgos Clave sobre la Eficiencia Temporal

How much can we save by applying | Seye et al. (2025). 2025 Una revision que encontro que 17 de 25 estudios reportaron

artificial intelligence in evidence una reduccion de tiempo de mas del 50%, con una

synthesis? Results from a pragmatic disminucion de 5-6 veces en el tiempo de revision de

review to quantfy  workload resumenes.

efficiencies and cost savings.

Transforming literature screening: | Fernando M  Delgado- | 2025 Un estudio que evalua el uso de 18 LLMs y encuentra que

The emerging role of large language | Chaves et al. pueden reducir la carga de trabajo de un revisor en un 33% al

models in systematic reviews 93% durante la fase de cribado de titulos y resimenes.

Al-assisted vs. human-only evidence | UK Government, | 2025 Un estudio de caso que encontro una reduccion general del

review: results from a comparative | Department for Science, 23% en el tiempo, con mayores ahorros en el analisis (56%) y

study Innovation and Technology la sintesis (43%), pero un aumento de tiempo en la revision
(2025) (32%) debido a la naturaleza rigida del borrador inicial de la

IA.

In a pilot study, automated real-time | Marshall et al. (2022) 2022 Un estudio piloto que demuestra la capacidad de la IA para

systematic review updates were mejorar la precision del cribado (55% vs. 23% en el método

feasible, accurate, and work-saving. manual) mientras mantiene una recuperacion perfecta, lo que

subraya un beneficio cualitativo mas alla de la velocidad.

Nota: revision realizada con las |A: DeepSeek, Elicit y Gemini. Enlaces en la Bibliografia.

La Tabla 1 indica que la integracion estratégica de la Inteligencia Artificial en el flujo de trabajo investigativo tiene el potencial
de reducir el tiempo total de ejecucion de un proyecto a 50% en promedio segUn las estimaciones presentadas. Este ahorro es
particularmente notable en las fases de revision de literatura y analisis de datos. Sin embargo, es crucial entender que este tiempo no
se "elimina", sino que se reorienta. El investigador dedicara menos horas a tareas rutinarias de procesamiento y méas a labores de alto
valor intelectual como recoleccion de datos y andlisis de resultados, el pensamiento critico, la interpretacion contextualizada, la
creatividad en el disefio y la supervision ética rigurosa.

Analisis Comparativo y Discusion Etica

La comparacion revela una disyuntiva entre eficiencia y profundidad critica. El proceso asistido por IA ofrece una velocidad
inigualable y la habilidad de manejar complejidad y escala por encima de la capacidad humana. Sin embargo, el proceso tradicional
fomenta un entendimiento mas profundo e intimo de los datos y la literatura, nutriendo la intuicion critica del investigador.

El dilema ético primario yace en la opacidad y el sesgo de los sistemas de IA. Un algoritmo puede introducir o amplificar
sesgos presentes en sus datos de entrenamiento, llevando a conclusiones defectuosas (flawed ) (Crompton & Burke, 2023). Ademas,
la naturaleza de "caja negra" de algunos modelos complejos hace dificil auditar el proceso analitico, desafiando los principios cientificos
centrales de transparencia y reproducibilidad.
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Discusion: Replanteando el Narrativo Predominante

El andlisis critico revela que el discurso predominante sobre IA en educacién superior frecuentemente sobrestima beneficios
inmediatos y subestima desafios profundos. Se coincide con Zawacki-Richter et al. (2019) en que mucha investigacion actual
permanece en un nivel descriptivo mas que critico o transformativo.

La integracion efectiva de IA en la ensefianza de metodologia de investigacidn requiere rechazar el determinismo tecnolégico
y abrazar aproximaciones centradas en el humano donde la tecnologia sirva a valores pedagdgicos fundamentales. Como argumenta
la Comision Europea (2020), la excelencia educativa en la era digital depende de la capacidad para cultivar juicio critico, razonamiento
ético y autonomia intelectual —competencias que la IA puede apoyar, pero nunca reemplazar.

Conclusiones

La inteligencia artificial presenta oportunidades genuinas para transformar la ensefianza de metodologia de investigacion,
pero la materializacion de este potencial requiere superar narrativas simplistas y abrazar la complejidad. Los beneficios en
personalizacion y eficiencia deben balancearse contra riesgos de erosion de pensamiento critico, perpetuacion de desigualdades y
pérdida de autonomia pedagdgica.

La integracion exitosa requiere: (1) formacion docente que cultive no solo competencia técnica sino criticalidad digital; (2)
politicas institucionales que alineen incentivos con practicas pedagégicamente solidas; (3) marcos éticos expandidos que aborden
dimensiones estructurales e institucionales; y (4) investigacion continuada que documente no solo éxitos sino fracasos y desafios.

El futuro de la ensefianza investigativa no esta en elegir entre tradicién y innovacion, sino en sintetizar rigor metodologico
tradicional con apropiacion critica de nuevas tecnologias. La IA debe servir como andamiaje para el intelecto humano, nunca como
sustituto. Las instituciones de educacion superior tienen la responsabilidad de liderar este camino con criticidad, creatividad y
compromiso con valores educativos fundamentales.

La IA no acorta el camino hacia la generacién de conocimiento significativo; mas bien, libera al investigador de procesos
automatizables para que pueda investigar con mayor profundidad y rigor.

Reflexivamente, desde una perspectiva latinoamericana, la investigacion mediante la IA no debe verse solo como ganancia
en eficiencia, sino como una potencial reconfiguracion de los circuitos hegemonicos de produccion de conocimiento. El riesgo de que
los algoritmos invisibilicen ain mas epistemologias de paises menos tecnoldgicos es real y exige una vigilancia critica activa.

La recomendacion general final es adoptar estas herramientas con una mirada critica, invirtiendo en la capacitacién necesaria para
usarlas de forma responsable y eficaz.
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